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Robot path planning based on particle
swarm algorithm with forgetting factor

and immune operator

YUQIN WANG2

Abstract. In order to improve the searching ability and precision of the robot in the unknown

environment, an improved particle swarm optimization algorithm was proposed. The robot path

planning environment model was established, the optimal parameters and �tness of the particles

were optimized by introducing the forgetting factor, and the immune operator was used to �nd the

global optimal solution. Compared with the arti�cial potential �eld method and the traditional

particle swarm optimization algorithm, the improved particle swarm optimization algorithm had

fast convergence speed and high search accuracy, the control performance of robot path planning

had been improved signi�cantly. The freescale smart car experiment platform was established, using

an algorithm to evaluate the e�ciency of the optimization algorithm, the experimental results

showed that the space and time e�ciency of the robot based on the improved particle swarm

optimization algorithm had been signi�cantly increased, achieved good control e�ect, validated the

accuracy and feasibility of the control method.

Key words. Particle swarm optimization, robot, path planning, forgetting factor, immune

operator.

1. Introduction

Robot Path Planning Research Originally originated in the late 1960s, Nils
Nilssen and Charles Rosen et al of Stanford Institute developed a mobile robot
called Shakey to use robotic intelligence to achieve autonomous decision-making
and active obstacle avoidance in complex environments. China's robot mobile tech-
nology research began in 1970s, the main research results [1]: Tsinghua University
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independently developed THMR-III and THMR-V intelligent robot; Institute of Au-
tomation Institute of Chinese medicine developed intelligent explosion-proof robot;
Harbin Industry University developed the �rst generation of DY-I tour guide ser-
vice robot; Shanghai University developed the shopping guide robot etc. With the
development of computer, control, automation and sensor technology, robots have
been widely used in various �elds. How to realize the intelligence of the robot and
meet the various needs of the people is the main direction of the current and future
development of the robot, the �rst problem to be solved is the robot path planning.
In this paper, based on the study of particle swarm algorithm, an improved algo-
rithm was proposed to optimize the searching ability of robot path and improve the
convergence speed.

2. Robot path planning environment modeling

Robot path planning was that in the space area with obstacles, the robot could
automatically identify and avoid obstacles according to certain evaluation criteria,
and found an optimal collision free path from the starting point to the end point.
To simplify the complexity of modeling the robot environment, made the following
assumptions.

(1)The obstacles in the planning environment were described by polygons;
(2)The location of the obstacles were known and �xed;
(3)Under the condition of not considering the space height, the moving environ-

ment of the mobile robot was set up as a two-dimensional �nite space [2];
(4)The size of the robot was ignored as a particle.

Fig. 1. Robot path planning environment model

Robot path planning environment model as shown in Fig. 1, the movement
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environment is distributed with six obstacles of di�erent shapes, the initial position
coordinates is (0, 0), the target point coordinates is (8, 8).

3. Optimal path solving based on improved particle swarm
optimization

3.1. The basic principle of improved PSOalgorithm

The forgetting factor is a weighting factor in the error measure function and
is widely used in the least squares algorithm, which has the characteristics of fast
convergence speed, strong tracking ability and small �uctuation error [3]. Because
PSO algorithm is slow and easy to produce "premature" phenomenon, the forgetting
factor is introduced in PSO algorithm to improve the convergence speed and the
precision of global search ability in the optimization process.

Immune operator is a new operator [4], which is widely used in traveling salesman
problem (TSP). Compared with the crossover and mutation operator in the genetic
algorithm, the immune operator has the characteristics of high �exibility and strong
adaptability when solving the path problem, by �nding the global optimal solution
in the whole particle group, to avoid falling into local extremum, eliminate data
saturation, overcome the "premature" problem.

3.2. The optimal index and �tness of particle

It supposed that the optimal path was P1P2 . . . Pn−1Pn, where P1 was the starting
point and Pn was the end point. By adjusting the position of Pi (i = 1, 2, . . . , n),
the shortest path was obtained. The path planning process is shown in Fig. 2.

Fig. 2. Path planning process
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It can be seen from Fig. 2 that the shortest distance of line segment Pi−1Pi

can be obtained by adjusting the coordinates of Pi−1 and Pi, set the coordinates
of Pi−1 point: Xi−1 ∈ [Min Xi−1,Max Xi−1], Yi−1 ∈ [Min Yi−1,Max Yi−1]; set
the coordinates of Pi point: Xi ∈ [Min Xi,Max Xi], Yi ∈ [Min Yi,Max Yi]. The
distance of Pi−1Pi is:

|Pi−1Pi| =
√

(Xi −Xi−1)2 + (Yi − Yi−1)2 (1)

where the coordinate range of each point is set to:{
E(:, Xi) = Min Xi + (Max Xi −Min Xi) ∗ rand(Size, 1)
E(:, Yi) = Min Yi + (Max Yi −Min Yi) ∗ rand(Size, 1)

The optimal solution X = (X1, X2, . . . , Xn) and Y = (Y1, Y2, . . . , Yn) are ob-
tained by combining the n-group two-dimensional variable X1,Y1;. . . ;Xn,Yn. In
order to improve the optimization speed and convergence precision of the particle,
a weighting matrix with forgetting factor is added to the overall path objective
function, as shown in Eq. 2.

J1(Xi, Yi) =
|P1Pn|
Wn

=

n∑
i=1

√
(Xi −Xi−1)2 + (Yi − Yi−1)2

ρi−1
(2)

whereweighted matrixWn = diag
(
ρn−1, ρn−2, . . . , ρ, 1

)
, the value of the forget-

ting factor ρ is 0 to 1 [5]. When the ρ is larger, the recognition ability is stronger.
When the robot collides with the obstacle during the path search process, the

penalty function is used to plan the path, reduce the number of collision with the
obstacle, and improve the safety of the robot. The penalty function is [6]:

J2 =

m∑
k=1

ξk (3)

wherem indicates the number of obstacles encountered by the mobile robot from
the starting point to the end point, and ξk represents the penalty factor.

In the process of path planning, the robot needs to change the direction of motion
to avoid obstacles and search for new paths. To shorten the time taken by the robot
to change the direction of motion, select the following formula to optimize the path
smoothness [7].

J3 =

[
n∑

i=1

(
Xi −Xi−1

Yi − Yi−1
− Xi+1 −Xi

Yi+1 − Yi

)]−1

(4)

The path planning function of the robot is linearly summed, and the total path
evaluation function is obtained:

J = J1 + J2 + J3

As the PSO algorithm, the particle of the greater the better, select the �tness
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function:

f =
1

J1 + J2 + J3
(5)

where,when f is maximum, can be obtainedMin J(Xi, Yi), get the optimal path.

3.3. Particle optimization process

(1)Particle swarm initialization, set initial parameters;
(2)The �tness of the current particle swarm was calculated by Eq. 5;
(3)Updated the local optimal solution Pbest and the global optimal solution

Gbest and updated the particle's position and velocity, the velocity vi(k) and the
position xi(k) of each particle were:

vi(k + 1) = ωvi(k) + c1γ1i(k) [Pbest− xi(k)] + c2γ2i(k) [Gbest− xi(k)] (6)

xi(k + 1) = xi(k) + vi(k + 1) (7)

whereγ1i and γ2iare the random numbers uniformly distributed within the inter-
val [0,1]; ω is the inertial variable; c1and c2are the acceleration constants.

(4)The forgetting factor was introduced to improve the e�ciency and accuracy
of the solution;

(5)Using immune operator to detect whether the particle group into a local min-
imal, and produced a new generation of particles;

(6)When optimization to a �xed number of iterations, the �tness value to meet
the requirements, the optimization was stopped, otherwise returned to step 2, until
such time as the maximum number of iterations.

4. Path planning simulation

4.1. Parameter determination

Selected the number of particle initializationN = 60, c1 = c2 = 1.8, ω = 0.8,
immune probability pi = 0.76,maximum number of iterationsMax DT = 200,search
space dimension D = 10.

4.2. Parameter optimization

In order to ensure the e�ectiveness of the optimal path, the value of the for-
getting factor ρwas generally the best between [0.99, 0.997] [8].The optimal index J
optimization process is shown in Fig. 3.

As can be seen from Fig. 3, when ρ = 0.997, iterations to 200 steps, the path is
shortest:Min J = 11.8001 m.
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Fig. 3. Optimization process of path planning

4.3. Path simulation and analysis

In order to improve the superiority of PSO algorithm,the path obtained by the
improved PSO algorithm was compared with the arti�cial potential �eld method in
the literature [9]and the traditional PSO algorithm in the literature [10],the forget-
ting factor was 0.997.The simulation results are shown in Fig. 4.

Fig. 4. Optimal path simulation
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Extract the relevant data from Fig. 4, as shown in Table 1.

Table 1. Optimal path and execution time of di�erent control strategies

Control method Path length /m Execution time
/s

Arti�cial potential �eld
method

12.2187 26.59

PSO 11.9894 22.47

Improve PSO 11.8001 19.86

It can be seen from Table 1 that the optimal path and execution time obtained
by the arti�cial potential �eld method are the longest, and the optimal path and
execution time based on the PSO algorithm with forgetting factor are obviously
smaller than the other two control methods', and the control characteristic is obvious.

5. Experimental veri�cation

In order to verify the accuracy and rationality of the improved PSO algorithm,
Freescale smart car was selected as the robot obstacle avoidance experiment plat-
form, as shown in Fig. 5.Intelligent vehicle selection 32-bit Kinetis controller, tra�c
information acquisition module selection of CMOS-type camera, laser radar range�nder
module using SICK LMS291-S05 laser measurement system to collect data, used RN-
260 model motor drive robot front wheel, photoelectric encoder using BE420SM58-
NO11K2R model sensor.Through the Kinetis controller designed robot robot obsta-
cle avoidance movement control card,the Codewarrior software development system
was used to compile the PSO control algorithm based on forgotten factor and im-
mune operator, and the compiled program was introduced into the controller.

Fig. 5. Freescale smart car

Using the algorithm e�ciency [11] to evaluate the robot's spatial and temporal
search e�ciency, the experimental results are shown in Fig. 6 and Fig. 7, respec-
tively. Fig.6 shows the spatial search ratio of the smart car in the same area. Fig.7
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shows the search e�ciency of the smart car at the shortest path length.

Fig. 6. Smart car space search patio

Fig. 7. Search e�ciency of intelligent vehicle in the shortest path

In Fig. 6, the improved PSO algorithm can reach the end point when the search
is less than 20% of the road, and the arti�cial potential �eld method and the PSO
algorithm need to search 38% and 28% of the road respectively to reach the end
point.In Fig.7, in the case of the shortest path, the arti�cial potential �eld method
and the PSO algorithm search time are 2.49 times and 1.53 times as much as the
improved PSO algorithm.It could be seen that the PSO algorithm with forgetting
factor and immune operator was the best one in terms of space search e�ciency and
time e�ciency, and the improved PSO control strategy was reasonable and feasible.
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6. Conclusion

(1) The robot path planning environment model was constructed. In view of
the problem that the particle swarm optimization algorithm had the advantages
of slow convergence rate, poor precision and easy to fall into the local optimal
solution in the path optimization process,an improved PSO algorithm with forgetting
factor and immune operator was proposed, which could overcome the above problems
e�ectively.

(2)The objective function was optimized by the improved PSO algorithm to de-
termine the particle �tness. The simulation results showed that the optimal path
based on the improved PSO algorithm was 3.43% and 1.58% shorter than the arti-
�cial potential �eld method and PSO algorithm respectively, the execution timewas
shortened by 25.31% and 11.62%.Therefore, the improved PSO algorithm from the
view of overall planning, improved the convergence speed and robustness of time-
varying parameters,and optimized the optimization path.

(3)Based on the Freescale smart car and the 32-bit Kinetis controller, the robot
obstacle avoidance experiment platform was established. The algorithm e�ciency
was used to evaluate the optimization algorithm, and the better control e�ect was
obtained.The accuracy and feasibility of the improved PSO algorithm for robot path
optimization was veri�ed, which had a certain guiding signi�cance for the future
research of robot path planning.

References

[1] H.D. Zhang, R. Zheng, Y.W.Cen: Present situation and future development of
mobile robot path planning technology. Journal of System Simulation 17 (2005), No. 2,
439�444.

[2] X.Chen, G. Z.Tan, B. Jiang: Real-time optimal path planning for mobile robots
based on immune genetic algorithm. J. Cent. South Univ 39 (2008), No. 3, 577�583.

[3] D.G.Xu: Adaptive canceling technique of direct arrival signal based on the forgetting
factor RLSalgorithm. Journal of CAEIT 628 (2014), No. 6, 614�618.

[4] Y.F.Chen, S.Y.Wang: Analysis of immune operators'in�uence to population's di-
versity. ComputerEngineering and Applications 50 (2014), No. 20, 68�73.

[5] J. Lee, B.Y.Kang, D.Kim: Fast genetic algorithm for robot path planning. Elec-
tronics Letters 49 (2013), No. 23, 1449�1451.

[6] W.X. Zhang, X. L. Zhang, Y. Li: Path planning for intelligent robots based on im-
proved particle swarm optimization algorithm. Journal of Computer Applications 34
(2014), No. 2, 510�513.

[7] H. S. Li, Y. Liu: Robot path planning under complicated path simulation optimization
method. Computer Simulation 31 (2014), No. 1, 407�411.

[8] X.Y. Liu, X.Wang, Z. L.Wang: Performance assessment algorithm of improved
linear regression with forgetting factor (ILR) and its application.Control. Engineering
of China 21 (2014), No. 6, 867�872.

Received November 16, 2016



304 YUQIN WANG


	YUQIN WANG: Robot path planning based on particle swarm algorithm with forgetting factor and immune operator
	Introduction
	Robot path planning environment modeling
	Optimal path solving based on improved particle swarm optimization
	Path planning simulation
	Experimental verification
	Conclusion


